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My Ph.D. research focuses on harnessing multimodal knowledge to 

enhance the explainability and robustness of AI reasoning processes. 

Commonsense reasoning, a vital capability for achieving human-like 

cognitive processes in AI, requires integrating information across 

diverse modalities. This integration helps AI models to better 

approximate the human reasoning process. 

Conventionally, knowledge is perceived as a human concept—a Conventionally, knowledge is perceived as a human concept—a 

projection of external world interpretations stored in our brains. 

Humans employ both structured representations (like graphs) and 

unstructured forms (such as concepts and sentences) to articulate this 

knowledge across various modalities. However, what proves clear and 

interpretable to humans may not align with the most eÁective formats 

for AI comprehension. 

Throughout my doctoral studies, I have explored both structured and Throughout my doctoral studies, I have explored both structured and 

unstructured multimodal knowledge representations. The goal was to 

identify which forms are most eÁective for aiding AI models in learning 

to reason. This endeavor has led to achieving state-of-the-art results 

while ensuring that the models maintain self-explainability and exhibit 

robustness in oÁ-domain or resource-scarce scenarios.
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